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Abstract – Feature Reduction is the reduction of features. Most 

of the intrusion detection approaches focused on feature 

selection issues such as irrelevancy, redundancy and length of 

detection process. These issues will degrade the performance of 

system. The performance of the system is improved by three 

feature selection methods involving correlation based feature 

selection, Gain Ratio and Information Gain. The threshold based 

Naive feature reduction algorithm is used to reduce the features. 

The reduced features are further classified by Naive Bayes 

classifier to produce best performance to design Intrusion 

Detection System. 

 Index Terms – Feature selection, classification, Feature 

reduction, Intrusion detection. 

 

1.  INTRODUCTION 

Feature Selection is the essential step in data mining. 

Individual Evaluation and Subset Evaluation are two major 

techniques in feature selection. Individual Evaluation means 

assigning weight to an individual feature. Subset Evaluation is 

construction of feature subset. The general criteria for feature 

selection methods are the classification accuracy and the class 

distribution. The classification accuracy does not significantly 

decrease and the resulting class distribution, given only the 

values for selected features [22]. Feature Selection can 

support many applications, it include the problems involving 

high dimensional data [21]. 

Figure. 1 describes feature selection steps. The four key steps 

in feature selection are 

 Subset generation 

 Subset Evaluation 

 Stopping criteria 

 Result validation  

The feature selection is used to select relevant features by 

removing irrelevant and redundant features to improve the 

performance and to speed up the learning process. 

The training data arrive in sequential manner from real time 

application such as Intrusion Detection System, making it 

difficult to develop a regular batch feature selection. To avoid 

this limitation, online feature selection problem can be 

overcome by online learning techniques. The main goal of 

online feature selection is to deploy online classifiers for 

classification. Online feature selection is essential when a real 

time application has to deal with high dimensionality training 

data. 

Feature reduction is needed to reduce the number of features 

that are required to find the attacks [16]. Feature reduction 

techniques involving correlation based feature selection, Gain 

Ratio and Information Gain is used to reduce the features. The 

reduced features will be classified by Naive Bayes classifier. 

We proposed the Naive Feature Reduction algorithm to 

improve the performance level and accuracy. 

 

 

Figure. 1 The general procedure for feature selection 

2.  RELATED WORK 

Feature selection can improve the comprehensibility of the 

resulting classifier models and often build a model that 

generalizes better to unseen points. The problem of Online 
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Feature Selection is aiming to resolve the feature selection 

problem in an online fashion by effectively exploring online 

learning techniques. In particular, two kinds of Online Feature 

Selection tasks are addressed in two different settings, 

learning with full inputs of all the dimensions or attributes and 

learning with partial inputs of the attributes [21].      

Lei Yu and Huan Liu proposed a fast filter method to identify 

relevant features. Feature selection is preprocessing step to 

machine learning and effective in selecting relevant data by 

removing irrelevant data, increasing accuracy, and increasing 

result. However, the increase in dimensionality of data poses 

a severe challenge to many existing feature selection methods 

with respect to efficiency and effectiveness. A fast filter 

method can identify relevant features as well as redundancy 

among relevant features without pair-wise correlation 

analysis. The efficiency and effectiveness of the method is 

demonstrated through extensive comparisons with other 

methods using real-world data of high dimensionality [19].  

Giovanni Cavallanti proposed shifting Perceptron algorithm 

achieves the best known shifting bounds on using an 

unlimited budget. It obtains efficient memory bounded 

algorithms with good theoretical shifting performance. Simple 

changes to the standard Perceptron algorithm suffice to obtain 

efficient memory bounded algorithms with good theoretical 

shifting performance. The randomized algorithms exhibited a 

substantially smooth convergence to the error rates of their 

non-budget counterparts. A shifting Perceptron algorithm 

achieving the best known shifting bounds by using an 

unlimited budget is introduced and analyzed.  

Rajdev Tiwari and Manu Pratap Singh developed a 

correlation based feature selection using genetic algorithm. 

Integrating data sources is referred to as the task of 

developing a common schema. It is also data transformation 

solutions for a number of data sources. The size of the data 

should fit to datawarehouse. The features are reduced using 

Attribute subset selection and correlation analysis and it 

detects the unwanted features [28]. 

Jasmina novakovic, perica strbac, Dusan bulatovic 

implemented a comparison between several feature ranking 

methods. This method is implemented on datasets. The six 

ranking methods is divided into two types. They are statistical 

and entropy based method. The supervised learning 

algorithms are used to build models. Naive Byes, C4.5 are 

used for classification. Based on the ranking methods, the 

classification accuracy is obtained. In this work, ranking 

methods with different supervised learning algorithms give 

different results for balanced accuracy [30]. 

Various researchers have used Genetic Algorithm for 

optimization. Genetic algorithm is used to search the optimal 

technique for attribute selection. It validates method for 

optimal feature subset selection and it is used as optimal 

search tool for selecting features.  

Huan Liu implemented the feature selection and 

dimensionality reduction. Data processing and storage has 

expand capabilities in production, communication and 

research. Feature selection is an important technique for 

feature reduction. It has been used to overcome the problem in 

processing high dimensional data. The advantages of this 

system are building simpler models, improving performance 

level and understand data [19]. 

Nicol `o Cesa-Bianchi proposed an efficient algorithm for 

learning linear predictors that actively samples the attributes 

of each training instance. The Perceptron algorithm performs 

well on online classification tasks. A common difficulty 

encountered during implementing kernel based online 

algorithm is the amount of memory required to store the 

online hypothesis and may grow unboundedly. It is a kernel 

based online learning algorithm with a fixed memory budget. 

It has the capability of bridging the small gap between Upper 

bound and budget constraint remains an open problem. 

E.N. Lutu proposed a naive bayes classifier for classification. 

Stream mining is the process of mining a continuous, ordered 

sequence of data items in real time. Naïve Bayes classification 

is one of the popular classification methods for stream mining 

because it is an incremental classification method. The 

performance of the Naive bayes classifier improves by 

eliminating irrelevant features from the modeling process. It 

identifies efficient computational methods for selecting 

relevant features for Naive Bayes classification based on the 

sliding window method of stream mining [27]. 

Jialei Wang proposed an Online Feature Selection algorithm. 

Online learning was implemented with two methods i) 

Learning with full input ii) Learning with partial input. 

Learning with full input allows the learner to access all 

features [16]. Learning with partial input allows the learner to 

access only small number of features. Feature Selection 

algorithm uses binary classifier and it produces efficient and 

scalable result when applied to real world applications. Online 

feature selection algorithm was used to select relevant 

features and online classifiers were developed to classify 

several feature subsets.  

Filter methods and wrapper methods are used for feature 

selection and feature reduction. Filter methods select 

important features by calculating correlation between feature 

subsets. Wrapper methods select important features subsets by 

using some predetermined algorithm.  
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3. FEATURE REDUCTION 

Feature reduction is the important technique in data mining. 

Feature reduction is reduction of features and it leads to better 

understanding of prediction model.  

 

 

 

Figure. 2 Feature Reduction 

 

There are two approaches in feature reduction. A wrapper 

approach evaluates features by using the learning algorithm. 

The filter approach evaluates features by understanding the 

general characteristic of data. The wrapper method produces 

better result but works slowly than a filter method. There are 

three feature reduction techniques including correlation based 

feature selection, Information gain and Gain ratio [15]. 

3.1.  Correlation Based Feature Selection 

Features are evaluated and ranked as a feature subset rather 

than the individual feature. It can select the set of features that 

are highly correlated but with low inter correlation. 

Correlation based feature selection calculates correlation 

between two features and also find the correlation between 

feature and class from the training and testing data.  

            Mk  =   
srcf̅̅ ̅

√s + s(s − 1)rff̅̅̅
                                            (1) 

 

      Where Mk is the correlation between the summed feature 

subset, s is the number of subset, rcf¯ is the correlation 

between the class and features, rff¯ is correlation between 

feature subsets ([28], [23], [19]). 

3.2.  Information Gain 

The information gain is measuring for each feature subset 

with respect to class and the selected features will be 

evaluated by Information gain [30]. Let B be set contains b 

data samples with n different classes. The dataset contains 

both training data and test data. The data is randomly divided 

into feature subsets. One of the subset is used as test data ant 

remaining subset is used as training data. The number of 

iteration increases based on the number of feature subsets 

[23].  

The information gain ratio is calculated as 

       Gain (F) = I (b1, b2 ,…, bn) – E(F)                              (2) 

I (b1, b2,…,bn) is expected information and it is calculated to 

classify the samples. The information gain measures the 

amount of information in the features.The expected 

information is calculated as 

 

          I(b1, b2, … , bn) = − ∑
𝑏𝑖

𝑏

𝑛

𝑖=1

log2

𝑏𝑖

𝑏
                              (3) 

Where b is data samples and bi is feature subset class. 

Let F be features. The set of v distinct feature values be 

{f1,f2,…fv }. The training set is divided into v subsets. It can 

be denoted as {c1,c2,…,cv}. The expectation of F is calculated 

as 

      E(F) = ∑
bij

b

v

j=1

+ ⋯ +
𝑏𝑛𝑗

𝑏
x I(bij , … , bnj)                     (4) 

Where bi is the subset, bi has the value fi for feature F and bi 

contains bij samples of class i. 

3.3.  Gain ratio 

The errors occurred during classification are training data 

noise, bias and variance. Gain ratio is an extension of 

information gain and it attempts to overcome the error 

involving bias. It applies normalization to information gain 

and it is defined as 

              splitinfom(b) = − ∑(
|bi|

|b|

v

i=1

) log2(
|si|

|s|
)                (5) 

 

The above equation denotes the splitting of training data into 

v samples. Each sample is used as test data and training data. 

One feature subset is used as testing data and other feature 

subsets are considered as training data. After finding 

information gain, it applies normalization to information gain. 

By using split information, the gain ratio will be calculated. 

The gain ratio is  

          Gain ratio (F) = Gain (F)/splitinfoF (k)                     (6)          

3.4.  Naive bayes classifier 

A naive bayes classifier is based on bayes theorem and it can 

achieve good performance in classification task. The 
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conditional probabilities is P(xj|ci) and prior probabilities is 

P(ci). P(ci) are calculated by counting the training sample and 

then dividing the count result by training set size. A naive 

bayes classifier is defined as 

 

                             Fi(x) = P (xj|ci)P(ci)                                (7) 

 

Where X = (x1,x2,…xN)  represents feature vector, Cj  

represents class labels,  j=1, 2,…,N [25], [26]. 

The naive bayes model is a simplified Bayesian probability 

model. The naive Bayes classifier assumes that the features 

are independent and operates on it. The probability of one 

attribute will not affect the probability of other attribute. It 

works well on classification but it states that the error occurs 

due to three factors including bias, variance and training data 

noise. Training data noise can reduce by selecting good 

training data. The impact of bias is large and the impact of 

variance is small during grouping of training data ([9], [27]). 

The naive bayes classifier will be evaluated on KDDCUP99 

dataset to detect the attacks. The four categories of attack are 

Denial of Service, Probe, and Remote to Local and User to 

Root. The feature reduction is evaluated on feature subsets 

using feature selection methods involving Correlation based 

feature selection, Information Gain and Gain Ratio and the 

reduced datasets are further classified using Nave Bayes 

classifier. It classifies the feature subsets based on the number 

of features reduced. 

3.5.  Naive feature reduction method 

The three main performance criteria are the classification 

accuracy, true positive rate, false positive rate. These 

performance criteria are used to find the vitality of feature. 

The searching technique is used to identify importance of 

features. The accuracy is measured by removing each feature 

one at a time. The process of feature selection continues until 

the classifier accuracy match with the original result [2]. 

The leave-one-out method is used to remove one feature from 

the original dataset, evaluate the experiment and then compare 

the new result with the original result. Based on the 

performance level, the importance of features is identified. On 

deleting a feature, decrease in performance will indicate the 

feature is important and increase in performance will indicate 

the feature is unimportant and no changes found in 

performance will indicate the feature is less important.  

ALGORITHM 

Input 

F = Full set of features 

Ac = accuracy of classifier 

Avg_tpr = average TPR 

//NFR 

Begin 

 Initialize: set = {F} 

 For each feature {f} form 

(1) T = set{f} 

(2) Invoke Naive Bayes classifier 

(3) If CA >= ac and RMSE <= err and 

A_TPR >= avg_tpr then  

Set = Set-{f} 

F = Set  

End    

Output 

Accuracy 

TPR value 

FPR value 

4. EXPERIMENTAL RESULT 

 

KDDCUP99 dataset contains 41 features and each instance in 

features is named as normal or attack. In this dataset, there are 

4,94,021 instances in which 92,278 are named as  normal and 

3,96,744 are named as attacks. There 22 types of attacks and 

these attacks are classified in four categories. They are Denial 

of Service, Probe, and Remote to Local and User to Root. 

Feature reduction is implemented with Java Netbeans.  

Table 1.Types of Attacks 

DOS Probe Remote to 

Local 

User to 

Remote 

Back 

Land 

Neptune 

Pod 

Smurf 

Teardrop 

Normal 

 

Ipsweep 

Nmap 

Ports 

Weep 

Satan 

Normal 

 

ftp_write 

guess 

passwd 

imap 

multihop 

phf 

spy 

warzclient 

Normal 

Loadmodule 

Rootkit 

Perl 

Normal 

bufferoverflow 

 

 

4.1. Performance Evaluation 

 

Confusion Matrix is used to evaluate the performance of 

classifier. True positive means the actual class of features is 

positive but the classifier predicts the class correctly as 

positive. False positive means the actual class of features is 

negative but the classifier predicts the class incorrectly as 
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positive. True negative means the actual class of features is 

negative but the classifier predicts the class as negative. 

 

True Positive Rate, TPR = TP /(TP+FN)                           (8) 

 

False Positive Rate, FPR = FP/ (TN+FP)                           (9) 

Classifier accuracy, CA = (TP+TN)/(TP+FN+FP+TN)   (10) 

 

Actual class Predicted class 

 

Normal             Attack 

 

Normal 

        

       TP                    FN 

 

Attack 

        

       FP                    TN 

 
Table 2.  Confusion matrix 

 

 
 

Figure. 3. Classifier accuracy 
 

Figure 3 shows classification accuracy of Naive feature 

reduction, correlation based feature selection, Gain ratio and 

Information gain in percentage. 

5. CONCLUSION 

In this paper, we examined various techniques of feature 

selection. We can use Feature selection methods involving 

Correlation based feature selection, Information Gain, Gain 

ratio and Naive feature reduction to reduce the features. In 

future, we will customize NFR to improve the results for 

intrusion with reduced complexity and overheads and 

compare the efficiency rates with previous methods. 
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